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# Introduction

This document specifies the Traversal Using Relay NAT (TURN) Bandwidth Management Extensions, which are extensions to the Traversal Using Relay NAT (TURN) protocol, as described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b). The extensions defined in this document provide support for controlling access to network bandwidth.

Sections 1.5, 1.8, 1.9, 2, and 3 of this specification are normative. All other sections and examples in this specification are informative.

## Glossary

This document uses the following terms:

**200 OK**: A response to indicate that the request has succeeded.

**call**: A communication between peers that is configured for a multimedia conversation.

**connectivity check**: A [**Simple Traversal of UDP through NAT (STUN)**](#gt_aee9a81c-7b20-4b8a-ac7c-21b56fd1bdd7) binding request that is sent to validate connectivity between the local and remote candidates in a candidate pair.

**dialog**: A peer-to-peer [**Session Initiation Protocol (SIP)**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) relationship that exists between two user agents and persists for a period of time. A dialog is established by [**SIP messages**](#gt_2690e796-e281-48f3-ba0e-1f9acdb3ba8c), such as a 2xx response to an INVITE request, and is identified by a call identifier, a local tag, and a remote tag.

**federation**: The ability of a server deployment to interoperate with other servers that were deployed by other enterprises.

**Internet Protocol version 4 (IPv4)**: An Internet protocol that has 32-bit source and destination addresses. IPv4 is the predecessor of IPv6.

**Internet Protocol version 6 (IPv6)**: A revised version of the Internet Protocol (IP) designed to address growth on the Internet. Improvements include a 128-bit IP address size, expanded routing capabilities, and support for authentication and privacy.

**INVITE**: A [**Session Initiation Protocol (SIP)**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) method that is used to invite a user or a service to participate in a session.

**public switched telephone network (PSTN)**: Public switched telephone network is the voice-oriented public switched telephone network. It is circuit-switched, as opposed to the packet-switched networks.

**server**: A replicating machine that sends replicated files to a partner (client). The term "server" refers to the machine acting in response to requests from partners that want to receive replicated files.

**Session Description Protocol (SDP)**: A protocol that is used for session announcement, session invitation, and other forms of multimedia session initiation. For more information see [[MS-SDP]](%5BMS-SDP%5D.pdf#Section_697845ff53574eb78bcb162a0bc84deb) and [RFC3264].

**Session Initiation Protocol (SIP)**: An application-layer control (signaling) protocol for creating, modifying, and terminating sessions with one or more participants. [**SIP**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) is defined in [[RFC3261]](https://go.microsoft.com/fwlink/?LinkId=90410).

**Simple Traversal of UDP through NAT (STUN)**: A protocol that enables applications to discover the presence of and types of network address translations (NATs) and firewalls that exist between those applications and the Internet.

**SIP message**: The data that is exchanged between [**Session Initiation Protocol (SIP)**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) elements as part of the protocol. An SIP message is either a request or a response.

**Transmission Control Protocol (TCP)**: A protocol used with the Internet Protocol (IP) to send data in the form of message units between computers over the Internet. TCP handles keeping track of the individual units of data (called packets) that a message is divided into for efficient routing through the Internet.

**transport address**: A 3-tuple that consists of a port, an IPv4 or IPV6 address, and a transport protocol of User Datagram Protocol (UDP) or Transmission Control Protocol (TCP).

**Traversal Using Relay NAT (TURN)**: A protocol that is used to allocate a public IP address and port on a globally reachable server for the purpose of relaying media from one endpoint to another endpoint.

**TURN client**: An endpoint that generates [**Traversal Using Relay NAT (TURN)**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) request messages.

**TURN server**: An endpoint that receives [**Traversal Using Relay NAT (TURN)**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) request messages and sends TURN response messages. The protocol server acts as a data relay, receiving data on the public address that is allocated to a protocol client and forwarding that data to the client.

**type-length-value (TLV)**: A method of organizing data that involves a Type code (16-bit), a specified length of a Value field (16-bit), and the data in the Value field (variable).

**User Datagram Protocol (UDP)**: The connectionless protocol within TCP/IP that corresponds to the transport layer in the ISO/OSI reference model.

**MAY, SHOULD, MUST, SHOULD NOT, MUST NOT:** These terms (in all caps) are used as defined in [[RFC2119]](https://go.microsoft.com/fwlink/?LinkId=90317). All statements of optional behavior use either MAY, SHOULD, or SHOULD NOT.

## References

Links to a document in the Microsoft Open Specifications library point to the correct section in the most recently published version of the referenced document. However, because individual documents in the library are not updated at the same time, the section numbers in the documents may not match. You can confirm the correct section numbering by checking the [Errata](https://go.microsoft.com/fwlink/?linkid=850906).

### Normative References

We conduct frequent surveys of the normative references to assure their continued availability. If you have any issue with finding a normative reference, please contact dochelp@microsoft.com. We will assist you in finding the relevant information.

[IETFDRAFT-STUN-02] Rosenberg, J., Huitema, C., and Mahy, R., "Simple Traversal of UDP Through Network Address Translators (NAT) (STUN)", draft-ietf-behave-rfc3489bis-02, July 2005, [http://tools.ietf.org/html/draft-ietf-behave-rfc3489bis-02](https://go.microsoft.com/fwlink/?LinkId=114620)
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[RFC2119] Bradner, S., "Key words for use in RFCs to Indicate Requirement Levels", BCP 14, RFC 2119, March 1997, [http://www.rfc-editor.org/rfc/rfc2119.txt](https://go.microsoft.com/fwlink/?LinkId=90317)

### Informative References

[RFC3261] Rosenberg, J., Schulzrinne, H., Camarillo, G., Johnston, A., Peterson, J., Sparks, R., Handley, M., and Schooler, E., "SIP: Session Initiation Protocol", RFC 3261, June 2002, [http://www.ietf.org/rfc/rfc3261.txt](https://go.microsoft.com/fwlink/?LinkId=90410)

[RFC4566] Handley, M., Jacobson, V., and Perkins, C., "SDP: Session Description Protocol", RFC 4566, July 2006, [http://www.ietf.org/rfc/rfc4566.txt](https://go.microsoft.com/fwlink/?LinkId=90484)

## Overview

Managing and controlling the utilization of network bandwidth is important for an enterprise to reduce cost and to ensure quality of service for applications using network resources. Media communication traffic has the potential to over-use the available bandwidth on network links unless the utilization is closely monitored and bandwidth policy restrictions are actively enforced. Even if the bandwidth utilization is known, enforcing the bandwidth policy can be difficult because the clients involved in the media session could be dispersed across the enterprise and can be in different geographical or network regions.

This protocol is a proprietary extension to the [**Traversal Using Relay NAT (TURN)**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) protocol, as described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b), which provides support for controlling access to network bandwidth. This extension uses the optional attribute space of the [**Simple Traversal of UDP through NAT (STUN)**](#gt_aee9a81c-7b20-4b8a-ac7c-21b56fd1bdd7) protocol to define new attributes that a [**TURN client**](#gt_398ef556-df15-4ab9-8bd2-1df82bb9c80f) can use to check for the availability of, and reserve, network bandwidth to be used for the transport of its media streams.

A typical deployment supported by this extension where a client is communicating with a peer over a bandwidth managed network link is shown in the following diagram.



Figure 1: Client communicating with peer

The preceding diagram shows two clients in two different network sites where a network site is made up of a collection of [**Internet Protocol version 4 (IPv4)**](#gt_0f25c9b5-dc73-4c3e-9433-f09d1f62ea8e) subnets. Network Site1 might be a corporation’s home office while Network Site2 is a regional branch office. Network Site2 connects back to the home office over a WAN Link which has limited bandwidth capacity. These network sites and WAN Link make up the bandwidth admission control network topology.

The TURN client named Client1 in Network Site1 is attempting to communicate with the TURN client named Client2 in Network Site2. Client1 allocates a public [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) from its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b). It then uses a signaling protocol, such as the [**Session Initiation Protocol (SIP)**](#gt_586971aa-3b65-4de3-be93-1a9756777d89), to communicate its local transport address and relay allocated transport address, which is the transport address allocated by the TURN server, to Client2.

When Client2 receives Client1’s media transport addresses, it attempts to allocate a public transport address from its TURN server. As part of the allocation attempt, Client2 checks for bandwidth availability across the WAN link. To check for bandwidth availability, Client2 includes the following attributes in its **Allocate Request** message, as described in [MS-TURN]:

* A **Bandwidth Admission Control Message** attribute, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38), with a value of "ReservationCheck".
* A **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5), with values that cover the bandwidth range required for the media stream.
* A **Remote Site Address** attribute, as specified in section [2.2.4](#Section_379951638acb4224b5a501f70dc64fa0), containing the transport address of Client1.
* A **Remote Relay Site Address** attribute, as specified in section [2.2.5](#Section_9e4426fecf2e4594b25479e8bd31a32a), containing the transport address allocated by Client1’s TURN server.
* A **Local Site Address** attribute, as specified in section [2.2.6](#Section_47cfa2f95b384741b810b502f79239de), containing the local transport address of Client2.
* A **MS-Service Quality** attribute, as specified in [MS-TURN] section 2.2.2.22, containing the type and service quality of the media stream.

The TURN server implementing these extensions uses the transport addresses from the **Reservation Check**, along with the transport address that it allocates on behalf of Client2, to identify the network location of the two clients and their respective TURN servers in the bandwidth admission control network topology. Once it has the network locations of the clients and the TURN servers, it identifies the following network paths; Client1 to Client1 TURN server, Client2 to Client2 TURN server, Client1 to Client2. The [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) checks the policy and available bandwidth for each of these network paths to see if the **Reservation Check** can be satisfied.

When the server finishes checking the network paths, it responds to Client2 with an **Allocate Response** message, as described in [MS-TURN], that includes the following attributes:

* A **Bandwidth Admission Control Message** attribute, as specified in section 2.2.1, with a value of "Reservation Check".
* A **Remote Site Address Response** attribute, as specified in section [2.2.8](#Section_576c9ad6d96240b3816f5ef283d895b5), containing flags indicating the results of the bandwidth policy check along with the bandwidth range available to be used by the transport address that was included in the **Remote Site Address** attribute, as specified in section 2.2.4, of the **Reservation Check** request.
* A **Remote Relay Site Address Response** attribute, as specified in section [2.2.9](#Section_9d97d7c712f74d8fadffd5f97d3ecec8), containing flags indicating the results of the bandwidth policy check along with the maximum bandwidth available to be used by the transport address that was included in the **Remote Relay Site Address** attribute, as specified in section 2.2.5, of the **Reservation Check** request.
* A **Local Site Address Response** attribute, as specified in section [2.2.10](#Section_c49a417dfa7842a992ffd96573095b04), containing flags indicating the results of the bandwidth policy check along with the maximum bandwidth available to be used by the transport address that was included in the **Local Site Address** attribute, as specified in section 2.2.6, of the **Reservation Check** request.
* A **Local Relay Site Address Response** attribute, as specified in section [2.2.11](#Section_6eac14d97c854f6581877fd2dd7b6874), containing flags indicating the results of the bandwidth policy check along with the maximum bandwidth available to be used by the transport address that was allocated by the TURN server as a result of the **Allocate Request** message.

Client2 can now use any of the transport addresses that were marked as valid by the server to run [**connectivity checks**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57) to Client1. If none of the transport addresses were marked valid, Client2 fails the connection attempt for lack of network bandwidth resources. When Client2 finishes connectivity checks, it notifies the server of the transport addresses it is using for the media stream. Client2 does this notification by including the following attributes in another **Allocate Request** message:

* A **Bandwidth Admission Control Message** attribute, as specified in section 2.2.1, with a value of "Reservation Commit".
* A **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3, with values that identify the bandwidth to be used for the media stream.
* A **Remote Site Address** attribute, as specified in section 2.2.4, containing the transport address of Client1.
* If Client1 is using the transport address allocated by its TURN server, a **Remote Relay Site Address** attribute, as specified in section 2.2.5, is included with the public transport address allocated by Client1’s TURN server.
* A **Local Site Address** attribute, as specified in section 2.2.6, containing the transport address of Client2.
* If Client2 is using the transport address allocated by its TURN server, a **Local Relay Site Address** attribute, as specified in section [2.2.7](#Section_e555c56deba74eb0b306717d9741b095), is included with the public transport address allocated by Client2’s TURN server.

When the server receives the **Reservation Commit** message from Client2, it uses the site address attributes included in the message to locate the network sites used by clients. Once it has the network locations of the clients, it identifies the network paths that will be used for this reservation and commits the bandwidth amount of the reservation against the network paths. This reduces the amount of bandwidth that is available for future [**calls**](#gt_9c30971d-7054-4d6b-90a7-c7410283f71d) over these network paths. After completing the bandwidth reservation, the server replies to the client letting it know that the bandwidth has been reserved for the media stream. It sends this reply in an **Allocate Response** message and includes the following attributes:

* A **Bandwidth Admission Control Message** attribute, as specified in section 2.2.1, with a value of "Reservation Commit".
* A **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7), with a value that identifies the reservation with the server (2). This identifier is used in all subsequent update/change, cancellation, and bandwidth update messages dealing with the reservation.

After Client2 has committed a bandwidth reservation with the server, it can attempt to increase or decrease the amount of bandwidth it has reserved for the media stream by sending a reservation update request to the server. The client notifies the server of this update request by sending another authenticated **Allocate Request** message:

* A **Bandwidth Admission Control Message** attribute, as specified in section 2.2.1, with a value of "Reservation Update".
* A **Bandwidth Reservation Identifier** attribute, as specified in section 2.2.2, with the reservation id value returned by the server in response to the **Reservation Commit** message.
* A **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3, with values that identify the bandwidth to be used for the media stream.

When the server receives the **Reservation Update** message from Client2, it uses the reservation id to identify the existing bandwidth reservation and the network paths involved in the reservation. The server can update the reservation with the new values requested by the client, increasing or decreasing the bandwidth as requested. After completing the bandwidth reservation update, the server replies to the client letting it know the amount of bandwidth that has been reserved for the media stream. It sends this reply in an **Allocate Response** message and includes the following attributes:

* A **Bandwidth Admission Control Message** attribute, as specified in section 2.2.1, with a value of "Reservation Update".
* A **Bandwidth Reservation Identifier** attribute, as specified in section 2.2.2, with a value that identifies the reservation with the server (2).
* A **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3, with values that identify the bandwidth that is reserved for the media stream.

The basic message flow for a scenario that uses SIP for signaling is shown in the following diagram.



Figure 2: SIP signaling message flow

## Relationship to Other Protocols

This protocol integrates with and extends the TURN protocol described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b).

## Prerequisites/Preconditions

This protocol assumes the prerequisites/preconditions described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 1.5.

This protocol requires that the [**TURN client**](#gt_398ef556-df15-4ab9-8bd2-1df82bb9c80f) authenticate with the [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b).

This protocol requires that the TURN clients be able to communicate through a signaling protocol, such as [**SIP**](#gt_586971aa-3b65-4de3-be93-1a9756777d89), to exchange [**transport addresses**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) that identify the client’s site address and relay site address.

This protocol requires that the TURN server be configured with appropriate network topology information. This information includes network subnets that are used to identify network sites, along with bandwidth policy for any network links used to connect the network sites. The bandwidth policy information includes configured bandwidth availability for various media stream modalities on the network link used to connect the network sites.

## Applicability Statement

This protocol is designed to provide a mechanism for [**TURN clients**](#gt_398ef556-df15-4ab9-8bd2-1df82bb9c80f) that are communicating with a bandwidth policy aware [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b) to check for the availability of, and reserve, bandwidth for transmission of a media stream.

## Versioning and Capability Negotiation

This protocol does not have any versioning or capability negotiation beyond that described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 1.7.

## Vendor-Extensible Fields

None.

## Standards Assignments

This protocol uses the standard [**User Datagram Protocol (UDP)**](#gt_a70f5e84-6960-42f0-a160-ba0281eb548d) and [**Transmission Control Protocol (TCP)**](#gt_b08d36f6-b5c6-4ce4-8d2d-6f2ab75ea4cb) ports from [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 1.9.

# Messages

## Transport

This protocol does not change the transport requirements of the [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) protocol, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.1.

## Message Syntax

All **Bandwidth Admission Control** message attributes are [**type-length-value (TLV)**](#gt_de31a8dd-ff68-4dcf-9f27-d6b0944694ea) encoded, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.2.

### Bandwidth Admission Control Message

The **Bandwidth Admission Control Message** attribute MUST be included in all **Allocate Request/Response** message exchanges between a client and a [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) when a bandwidth admission control action is required. The supported bandwidth admission control actions are:

* **Reservation Check**, which is used to check bandwidth availability between a client and its peer.
* **Reservation Commit**, which is used to commit a bandwidth reservation between a client and its peer.
* **Reservation Update**, which is used to update and refresh an already committed bandwidth reservation.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reserved | Message Type |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8056".

**Attribute Length (2 bytes):** Length of the following fields. Set to "0x0004".

**Reserved (2 bytes):** These bits MUST be set to zero on send and ignored on receive.

**Message Type (2 bytes):** The bandwidth admission control action that the client is requesting. The message types are defined as follows. All other message types are reserved for future use.

* **Reservation Check (0x0000):** Used by the client to request a bandwidth reservation check.
* **Reservation Commit (0x0001):** Used by the client to commit a bandwidth reservation.
* **Reservation Update (0x0002):** Used by the client to update and refresh an already-committed bandwidth reservation.

### Bandwidth Reservation Identifier

The **Bandwidth Reservation Identifier** attribute is returned by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) in response to a **Reservation Commit** message. This attribute MUST be used in all subsequent **Reservation Commit** and **Reservation Update** messages sent by the client to the server for this reservation, and MUST include the value assigned by the server in the response to the original **Reservation Commit** message.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reservation Id (16 bytes) |
| ... |
| ... |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8057".

**Attribute Length (2 bytes):** Length of the **Reservation Id** field. Set to "0x0010".

**Reservation Id (16 bytes):** A bandwidth admission control reservation identifier. This field is assigned by the server in response to a client’s **Reservation Commit** message. Once assigned, it is used by the client to identify the bandwidth reservation in all subsequent messages sent to the server. If the server is not managing the network resources involved in the connection, it MUST return a **Reservation Id** consisting of all zeros in response to a **Reservation Commit**. If the client is not using the TURN session for any other purposes, such as data transport, it MUST disconnect the session when it receives a **Reservation Id** of all zeros.

### Bandwidth Reservation Amount

The **Bandwidth Reservation Amount** attribute is used by the client to indicate the amount of bandwidth that the **Bandwidth Admission Control Message** is requesting. This attribute MUST be included in all **Reservation Check** request messages and **Reservation Commit** messages. It MUST be included in a **Reservation Update** message that requests a change in the bandwidth reservation amount.

When the client includes this attribute as part of a **Reservation Check** request message, the bandwidth values MUST identify the bandwidth range (minimum and maximum) for the client’s media stream.

When the client includes this attribute as part of a **Reservation Commit** message, the bandwidth values MUST be set to the bandwidth that the client expects to use for the media stream. The [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) MUST commit the bandwidth reservation for the maximum amounts indicated in the attribute.

When the client includes this attribute as part of a **Reservation Update** message, the bandwidth values can be less than, greater than, or equal to the committed bandwidth reservation value. If the client is using a **Reservation Update** to ask for an increase in the bandwidth reservation, and the server is not able to honor the increase it MUST deny the **Reservation Update**. If the client sends a **Reservation Update** with the bandwidth values set to zero, the server treats the message as a cancellation of the reservation and releases the bandwidth committed to the reservation. If the server is not being used to relay the media stream and the reservation is released, the server MUST disconnect the [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) session. When the server includes this attribute in the response to a **Reservation Update**, the bandwidth values specify the amount of bandwidth that the server (2) has reserved for the client’s media stream.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Minimum Send Bandwidth |
| Maximum Send Bandwidth |
| Minimum Receive Bandwidth |
| Maximum Receive Bandwidth |

**Attribute Type (2 bytes):** The TURN attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8058".

**Attribute Length (2 bytes):** Length of the followingfields. Set to "0x0010".

**Minimum Send Bandwidth (4 bytes):** The minimum bandwidth requirements, in kilobits per second, for the client’s outbound media stream.

**Maximum Send Bandwidth (4 bytes):** The maximum bandwidth requirements, in kilobits per second, for the client’s outbound media stream.

**Minimum Receive Bandwidth (4 bytes):** The minimum bandwidth requirements, in kilobits per second, for the client’s inbound media stream.

**Maximum Receive Bandwidth (4 bytes):** The maximum bandwidth requirements, in kilobits per second, for the client’s inbound media stream.

### Remote Site Address

The **Remote Site Address** attribute contains the [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) that the remote client is using to contact its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b). This address maps the client into the bandwidth admission control network topology, and is used to identify the network site in which the remote client resides. There is an assumption that a client is in a single network site. In other words, if the client has multiple IP addresses, only one address from the client is needed to identify the client’s network site. This attribute MUST be included by the client in all **Reservation Check** and **Reservation Commit** request messages.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reserved | Family | X-Port |
| X-IP Address |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8059".

**Attribute Length (2 bytes):** Length of the following fields. Set to "0x0008" (8) for an IPv4 address or "0x0014" (20) for an IPv6 address.[<1>](#Appendix_A_1" \o "Product behavior note 1)

**Reserved (1 byte):** These bits MUST be set to zero on send and ignored on receive.

**Family (1 byte):** The address family of the IP Address. It MUST have the value "0x01" for an IPv4 address or "0x02" for an IPv6 address.[<2>](#Appendix_A_2" \o "Product behavior note 2) If the value is anything other than 0x01 or 0x02, the attribute MUST be silently ignored.

**X-Port (2 bytes):** The port is a network byte ordered representation of the IP port. This value is created from the exclusive-or of the source port with the most significant 16 bits of the **Transaction ID** specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1. If the port was 0x1122 (network byte order) and the most significant 16 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0x4455 (network byte order), the resulting **X-Port** is "0x1122 ^ 0x4455 = 0x5577".

**X-IP Address (4 or 16 bytes):** The client’s IPv4 or IPv6 address.[<3>](#Appendix_A_3" \o "Product behavior note 3)

If the address family is IPv4 (**Family** is set to "0x01"), this is the client’s network byte ordered 32-bit (4 byte) IPv4 address. This value is created from the exclusive-or of the IP address with the most significant 32 bits of the **Transaction ID** specified in [MS-TURN] section 2.2.1. If the IPv4 address was 0x11223344 and the most significant 32 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0xaabbccdd, the resulting **X-IP Address** is "0x11223344 ^ 0xaabbccdd = 0xbb99ff99".

If the address family is IPv6 (**Family** is set to "0x02"), this is the client’s network byte ordered 128-bit (16 byte) IPv6 address.[<4>](#Appendix_A_4" \o "Product behavior note 4) This value is created from the exclusive-or of the IP address with the 128 bits of the **Transaction Id** specified in [MS-TURN] section 2.2.1. If the IPv6 address was 0x20010DB8112233445566778899AABBCC and the 128-bit Transaction ID (specified in [MS-TURN] section 2.2.1) was 0x112233445566778899AABBCCDDEEFF00, the resulting **X-IP Address** is "0x20010DB8112233445566778899AABBCC ^ 0x112233445566778899AABBCCDDEEFF00 = 0x31233EFC444444CCCCCCCC44444444CC ".

### Remote Relay Site Address

The **Remote Relay Site Address** attribute contains the IP address that the remote client received from an **Allocate Request** from its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b). This address maps the TURN server into the bandwidth admission control network topology, and is used to identify the network site that the TURN server is in.

If the remote client has allocated a [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) from its TURN server, it MUST include this attribute in the **Reservation Check**.

If the remote client uses the relay transport address for the media stream, this attribute MUST be included in the **Reservation Commit** request message. If the remote client does not use the relay transport address for the media stream, it MUST NOT include this attribute in the **Reservation Commit** request message.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reserved | Family | X-Port |
| X-IP Address |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805A".

**Attribute Length (2 bytes):** Length of the following fields. Set to "0x0008" (8) for an IPv4 address or "0x0014" (20) for an IPv6 address.[<5>](#Appendix_A_5" \o "Product behavior note 5)

**Reserved (1 byte):** These bits MUST be set to zero on send and ignored on receive.

**Family (1 byte):** The address family of the IP Address. It MUST have the value "0x01" for an IPv4 address or "0x02" for an IPv6 address.[<6>](#Appendix_A_6" \o "Product behavior note 6) If the value is anything other than 0x01 or 0x02, the attribute MUST be silently ignored.

**X-Port (2 bytes):** The port is a network byte ordered representation of the IP port. This value is created from the exclusive-or of the source port with the most significant 16 bits of the **Transaction ID** specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1. If the port was 0x1122 (network byte order) and the most significant 16 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0x4455 (network byte order), the resulting **X-Port** is "0x1122 ^ 0x4455 = 0x5577".

**X-IP Address (4 or 16 bytes):** The client’s IPv4 or IPv6 address.[<7>](#Appendix_A_7" \o "Product behavior note 7)

If the address family is IPv4 (**Family** is set to "0x01") this is the client’s network byte ordered 32-bit (4 byte) IPv4 address. This value is created from the exclusive-or of the IP address with the most significant 32 bits of the **Transaction ID** specified in [MS-TURN] section 2.2.1. If the IPv4 address was 0x11223344 and the most significant 32 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0xaabbccdd, the resulting **X-IP Address** is "0x11223344 ^ 0xaabbccdd = 0xbb99ff99".

If the address family is IPv6 (**Family** is set to "0x02") this is the client’s network byte ordered 128-bit (16 byte) IPv6 address.[<8>](#Appendix_A_8" \o "Product behavior note 8) This value is created from the exclusive-or of the IP address with the 128 bits of the **Transaction Id** specified in [MS-TURN] section 2.2.1. If the IPv6 address was 0x20010DB8112233445566778899AABBCC and the 128bit Transaction ID (specified in [MS-TURN] section 2.2.1) was 0x112233445566778899AABBCCDDEEFF00, the resulting **X-IP Address** is "0x20010DB8112233445566778899AABBCC ^ 0x112233445566778899AABBCCDDEEFF00 = 0x31233EFC444444CCCCCCCC44444444CC ".

### Local Site Address

The **Local Site Address** attribute contains the IP address that the client is using to contact its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b). This address maps the client into the bandwidth admission control network topology, and is used to identify the network site that the client is in. There is an assumption that a client is in a single network site. In other words, if the client has multiple IP addresses, only one address from the client is needed to identify the client’s network site. This attribute MUST be included by the client in all **Reservation Check** and **Reservation Commit** request messages.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reserved | Family | X-Port |
| X-IP Address |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805B".

**Attribute Length (2 bytes):** Length of the following fields. Set to "0x0008" (8) for an IPv4 address or "0x0014" (20) for an IPv6 address.[<9>](#Appendix_A_9" \o "Product behavior note 9)

**Reserved (1 byte):** These bits MUST be set to zero on send and ignored on receive.

**Family (1 byte):** The address family of the IP Address. It MUST have the value "0x01" for an IPv4 address or "0x02" for an IPv6 address.[<10>](#Appendix_A_10" \o "Product behavior note 10) If the value is anything other than 0x01 or 0x02, the attribute MUST be silently ignored.

**X-Port (2 bytes):** The port is a network byte ordered representation of the IP port. This value is created from the exclusive-or of the source port with the most significant 16 bits of the **Transaction ID** specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1. If the port was 0x1122 (network byte order) and the most significant 16 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0x4455 (network byte order), the resulting **X-Port** is "0x1122 ^ 0x4455 = 0x5577".

**X-IP Address (4 or 16 bytes):** The client’s IPv4 or IPv6 address.[<11>](#Appendix_A_11" \o "Product behavior note 11)

If the address family is IPv4 (**Family** is set to "0x01") this is the client’s network byte ordered 32-bit (4 byte) IPv4 address. This value is created from the exclusive-or of the IP address with the most significant 32 bits of the **Transaction ID** specified in [MS-TURN] section 2.2.1. If the IPv4 address was 0x11223344 and the most significant 32 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0xaabbccdd, the resulting **X-IP Address** is "0x11223344 ^ 0xaabbccdd = 0xbb99ff99".

If the address family is IPv6 (**Family** is set to "0x02") this is the client’s network byte ordered 128-bit (16 byte) IPv6 address.[<12>](#Appendix_A_12" \o "Product behavior note 12) This value is created from the exclusive-or of the IP address with the 128 bits of the **Transaction Id** specified in [MS-TURN] section 2.2.1. If the IPv6 address was 0x20010DB8112233445566778899AABBCC and the 128bit Transaction ID (specified in [MS-TURN] section 2.2.1) was 0x112233445566778899AABBCCDDEEFF00, the resulting **X-IP Address** is "0x20010DB8112233445566778899AABBCC ^ 0x112233445566778899AABBCCDDEEFF00 = 0x31233EFC444444CCCCCCCC44444444CC ".

### Local Relay Site Address

The **Local Relay Site Address** attribute contains the IP address that the local client received from its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b). This address maps the TURN server into the bandwidth admission control network topology, and is used to identify the network site that the TURN server is in.

If the local client has previously allocated a [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) from its TURN server, it MUST include this attribute in the **Reservation Check** message. If the local client is attempting to allocate a transport address from its TURN server as part of the **Allocate Request** message carrying the **Reservation Check**, the client MUST NOT include this attribute.

If the local client uses the relay transport address for the media stream, this attribute MUST be included in the **Reservation Commit** request message. If the local client does not use the relay transport address for the media stream, it MUST NOT include this attribute in the **Reservation Commit** request message.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Reserved | Family | X-Port |
| X-IP Address |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805C".

**Attribute Length (2 bytes):** Length of the following fields. Set to "0x0008" (8) for an [**IPv4**](#gt_0f25c9b5-dc73-4c3e-9433-f09d1f62ea8e) address or "0x0014" (20) for an [**IPv6**](#gt_64c29bb6-c8b2-4281-9f3a-c1eb5d2288aa) address.[<13>](#Appendix_A_13" \o "Product behavior note 13)

**Reserved (1 byte):** These bits MUST be set to zero on send and ignored on receive.

**Family (1 byte):** The address family of the IP Address. It MUST have the value "0x01" for an IPv4 address or "0x02" for an IPv6 address.[<14>](#Appendix_A_14" \o "Product behavior note 14) If the value is anything other than 0x01 or 0x02, the attribute MUST be silently ignored.

**X-Port (2 bytes):** The port is a network byte ordered representation of the IP port. This value is created from the exclusive-or of the source port with the most significant 16 bits of the **Transaction ID** specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1. If the port was 0x1122 (network byte order) and the most significant 16 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0x4455 (network byte order), the resulting **X-Port** is "0x1122 ^ 0x4455 = 0x5577".

**X-IP Address (4 or 16 bytes):** The client’s IPv4 or IPv6 address.[<15>](#Appendix_A_15" \o "Product behavior note 15)

If the address family is IPv4 (**Family** is set to "0x01") this is the client’s network byte ordered 32-bit (4 byte) IPv4 address. This value is created from the exclusive-or of the IP address with the most significant 32 bits of the **Transaction ID** specified in [MS-TURN] section 2.2.1. If the IPv4 address was 0x11223344 and the most significant 32 bits of the **Transaction ID** (specified in [MS-TURN] section 2.2.1) was 0xaabbccdd, the resulting **X-IP Address** is "0x11223344 ^ 0xaabbccdd = 0xbb99ff99".

If the address family is IPv6[<16>](#Appendix_A_16" \o "Product behavior note 16) (**Family** is set to "0x02") this is the client’s network byte ordered 128-bit (16 byte) IPv6 address. This value is created from the exclusive-or of the IP address with the 128 bits of the **Transaction Id** specified in [MS-TURN] section 2.2.1. If the IPv6 address was 0x20010DB8112233445566778899AABBCC and the 128bit Transaction ID (specified in [MS-TURN] section 2.2.1) was 0x112233445566778899AABBCCDDEEFF00, the resulting **X- IP Address** is "0x20010DB8112233445566778899AABBCC ^ 0x112233445566778899AABBCCDDEEFF00 = 0x31233EFC444444CCCCCCCC44444444CC ".

### Remote Site Address Response

The **Remote Site Address Response** attribute is sent by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) in response to a **Reservation Check** request message that contained a **Remote Site Address** attribute. It indicates to the client the availability of the **Remote Site Address** as a viable [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) to be used for media connectivity.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| A | B | Reserved |
| Maximum Send Bandwidth |
| Maximum Receive Bandwidth |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805D".

**Attribute Length (2 bytes):** Set to "0x000C".

**A - Valid (V) flag (1 bit):** Identifies whether the **Remote Site Address** is a valid transport address and can be included in the [**connectivity check**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57) as specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178). If the network path between the **Remote Site Address** and **Local Site Address** passed the bandwidth admission policy check, the server sets the flag (**V** = "1"). If the network path between the **Remote Site Address** and the **Local Site Address** failed the bandwidth admission policy check, the server clears the flag (**V** = "0").

**B - PSTN Failover (F) flag (1 bit):** Used by the server to inform the client of the option of failing over to [**public switched telephone network (PSTN)**](#gt_475991aa-abb2-4521-a0a5-6993d27dba9f) if the network path between the **Remote Site Address** and **Local Site Address** failed the bandwidth admission policy check. If the **V** flag is cleared (**V** = "0") and this flag is set (**F** = "1"), the client can attempt to re-route the [**call**](#gt_9c30971d-7054-4d6b-90a7-c7410283f71d) over the PSTN.

**Reserved (30 bits):** These bits MUST be set to zero on send and ignored on receive.

**Maximum Send Bandwidth (4 bytes):** The maximum amount of bandwidth available for sending data from the **Remote Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Local Site Address** fails the bandwidth admission policy check.

**Maximum Receive Bandwidth (4 bytes):** The maximum amount of bandwidth available for receiving data into the **Remote Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Local Site Address** fails the bandwidth admission policy check.

### Remote Relay Site Address Response

The **Remote Relay Site Address Response** attribute is sent by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) in response to a **Reservation Check** request message that contained a **Remote Relay Site Address** attribute. It indicates to the client the availability of the **Remote Relay Site Address** as a viable [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) to be used for media connectivity.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| A | Reserved |
| Maximum Send Bandwidth |
| Maximum Receive Bandwidth |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805E".

**Attribute Length (2 bytes):** Set to "0x000C".

**A - Valid (V) flag (1 bit):** Identifies whether the **Remote Relay Site Address** is a valid transport address and can be included in the [**connectivity check**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57), as specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178). If the network path between the **Remote Site Address** and **Remote Relay Site Address** passed the bandwidth admission policy check, the server sets the flag (**V** = "1"). If the network path between the **Remote Site Address** and **Remote Relay Site Address** failed the bandwidth admission policy check, the server clears the flag (**V** = "0").

**Reserved (31 bits):** These bits MUST be set to zero on send and MUST be ignored on receive.

**Maximum Send Bandwidth (4 bytes):** The maximum amount of bandwidth available for sending data from **Remote Relay Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Remote Relay Site Address** fails the bandwidth admission policy check.

**Maximum Receive Bandwidth (4 bytes):** The maximum amount of bandwidth available for receiving data into the **Remote** **Relay Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Remote Relay Site Address** fails the bandwidth admission policy check.

### Local Site Address Response

The **Local Site Address Response** attribute is sent by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) in response to a **Reservation Check** request message that contained a **Local Site Address** attribute. It is used to indicate to the client the availability of the **Local Site Address** as a viable [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) to be used for media connectivity.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| A | B | Reserved |
| Maximum Send Bandwidth |
| Maximum Receive Bandwidth |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x805F".

**Attribute Length (2 bytes):** Set to "0x000C".

**A - Valid (V) flag (1 bit):** Identifies whether the **Local Site Address** is a valid transport address and can be included in the [**connectivity check**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57), as specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178). If the network path between the **Remote Site Address** and **Local Site Address** passed the bandwidth admission policy check, the server sets the flag (**V** = "1"). If the network path between the **Remote Site Address** and the **Local Site Address** failed the bandwidth admission policy check, the server clears the flag (**V** = "0").

**B - PSTN Failover (F) flag (1 bit):** Used by the server to inform the client of the option of failing over to [**PSTN**](#gt_475991aa-abb2-4521-a0a5-6993d27dba9f) if the network path between the **Local Site Address** and **Remote Site Address** failed the bandwidth admission policy check. If the **V** flag is cleared (**V** = "0") and this flag is set (**F** = "1"), the client can attempt to re-route the [**call**](#gt_9c30971d-7054-4d6b-90a7-c7410283f71d) over the PSTN.

**Reserved (30 bits):** These bits MUST be set to zero on send and ignored on receive.

**Maximum Send Bandwidth (4 bytes):** The maximum amount of bandwidth available for sending data from the **Local Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Local Site Address** fails the bandwidth admission policy check.

**Maximum Receive Bandwidth (4 bytes):** The maximum amount of bandwidth available for receiving data into the **Local Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Remote Site Address** and the **Local Site Address** fails the bandwidth admission policy check.

### Local Relay Site Address Response

The **Local Relay Site Address Response** attribute is sent by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) in response to a **Reservation Check** request message that contained a **Local Relay Site Address** attribute. It indicates to the client the availability of the **Local Relay Site Address** as a viable [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) to be used for media connectivity.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| A | Reserved |
| Maximum Send Bandwidth |
| Maximum Receive Bandwidth |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8060".

**Attribute Length (2 bytes):** Set to "0x000C".

**A - Valid (V) flag (1 bit):** Identifies whether the **Local Relay Site Address** is a valid transport address and can be included in the [**connectivity check**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57), as specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178). If the network path between the **Local Site Address** and **Local Relay Site Address** passed the bandwidth admission policy check, the server sets the flag (**V** = "1"). If the network path between the **Local Site Address** and **Local Relay Site Address** failed the bandwidth admission policy check, the server clears the flag (**V** = "0").

**Reserved (31 bits):** These bits MUST be set to zero on send and MUST be ignored on receive.

**Maximum Send Bandwidth (4 bytes):** The maximum amount of bandwidth available for sending data from **Local Relay Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Local Site Address** and the **Local Relay Site Address** fails the bandwidth admission policy check.

**Maximum Receive Bandwidth (4 bytes):** The maximum amount of bandwidth available for receiving data into the **Local Relay Site Address**. This value is within the bandwidth range requested in the **Check Request** message. The server sets this field to zero if the network path between the **Local Site Address** and the **Local Relay Site Address** fails the bandwidth admission policy check.

### SIP Dialog Identifier

The **SIP Dialog Identifier** attribute is used by the client to identify the [**SIP**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) [**dialog**](#gt_71ad645f-db5b-4e9f-9b3d-887039ada331) associated with the bandwidth reservation. Once the client knows the **SIP Dialog Identifier**, it can include this attribute in the **Bandwidth Admission Control** **Reservation Commit** message and any subsequent **Reservation Update** messages. The [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) can use this attribute for logging purposes to map the media session to the signaling session.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| SIP Dialog ID (variable) |
| ... |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8061".

**Attribute Length (2 bytes):** The length in bytes of the **SIP Dialog ID** field. The length of the **SIP Dialog ID** MUST NOT exceed 256 bytes.

**SIP Dialog ID (variable):** The **SIP Dialog Identifier**. The length of **SIP Dialog ID** MUST NOT exceed 256 bytes.

### SIP Call Identifier

The **SIP Call Identifier** attribute is used by the client to identify the [**SIP**](#gt_586971aa-3b65-4de3-be93-1a9756777d89) [**call**](#gt_9c30971d-7054-4d6b-90a7-c7410283f71d) associated with the bandwidth reservation. Once the client knows the **SIP Call Identifier**, it can include this attribute in the initial **Bandwidth Admission Control** **Reservation Check** message. The [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) can use this attribute for logging purposes to map the media session to the signaling session.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| SIP Call ID (variable) |
| ... |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8062".

**Attribute Length (2 bytes):** The length in bytes of the **SIP** **Call ID** field. The length of the **SIP Call ID** MUST NOT exceed 256 bytes.

**SIP Call ID (variable):** The **SIP Call Identifier**. The length of **SIP Call ID** MUST NOT exceed 256 bytes.

### Location Profile

The **Location Profile** is used by the client to indicate location information about the local client and the remote peer with which it is communicating. This attribute MUST be sent in all **Bandwidth Admission Control Reservation Check** and **Reservation Commit** messages.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 20 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 30 | 1 |
| Attribute Type | Attribute Length |
| Peer-Location | Self-Location | Federation | Reserved |

**Attribute Type (2 bytes):** The [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) attributes are specified in [[IETFDRAFT-STUN-02]](https://go.microsoft.com/fwlink/?LinkId=114620) section 10.2 and [[IETFDRAFT-TURN-08]](https://go.microsoft.com/fwlink/?LinkId=114621) section 9.2. Set to "0x8068".

**Attribute Length (2 bytes):** The length, in bytes, of the followingfields. Set to "0x0004".

**Peer-Location (1 byte):** This field identifies the location of the remote peer that the client is communicating with. It MUST have one of the following values:

* "0x00": Unknown – The location of the peer cannot be determined.
* "0x01": Internet – The peer is located on the public internet.
* "0x02": Intranet – The peer is located on a private intranet.

**Self-Location (1 byte):** This field identifies the location of the local client. It MUST have one of the following values:

* "0x00": Unknown – The location of the local client cannot be determined.
* "0x01": Internet – The local client is located on the public internet.
* "0x02": Intranet – The local client is located on a private intranet.

**Federation (1 byte):** This field identifies the [**federation**](#gt_98796abf-b730-42e0-adec-f8bfae81d929) status of the peer that the client is communicating with. It MUST have one of the following values:

* "0x00": No Federation – The peer is located within the enterprise.
* "0x01": Enterprise Federation – The peer is located in a federated enterprise.
* "0x02": Public Cloud Federation – The peer is located in a federated public cloud.

**Reserved (1 byte):** These bits MUST be set to zero on send and ignored on receive.

# Protocol Details

## Common Details

The procedures specified apply to both [**TCP**](#gt_b08d36f6-b5c6-4ce4-8d2d-6f2ab75ea4cb) and [**UDP**](#gt_a70f5e84-6960-42f0-a160-ba0281eb548d) transport protocols unless explicitly specified in the procedure.

All **Bandwidth Admission Control** messages MUST be included in properly formatted **Allocate Request** and **Allocate Response** message pairs, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.1.8 and [MS-TURN] section 3.1.10. The **Allocate Request** and **Allocate Response** messages MUST be part of an authenticated [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) session, as specified in [MS-TURN] section 3.1.12. **Bandwidth Admission Control** message attributes SHOULD be part of the first authenticated **Allocate Request** message.

### Abstract Data Model

None.

### Timers

None.

### Initialization

None.

### Higher-Layer Triggered Events

None.

### Message Processing Events and Sequencing Rules

 None.

### Timer Events

None.

### Other Local Events

None.

## Client Details

### Abstract Data Model

None.

### Timers

This protocol adds one new timer to the timers specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.2.

The **Bandwidth Reservation Update Timer** keeps an already committed bandwidth reservation active. The client MUST start the timer when it completes the **Allocate Request/Response** message transaction that carries a **Bandwidth Admission Control Reservation Commit** message. The client MUST complete an **Allocate Request/Response** transaction carrying a **Bandwidth Admission Control Reservation Update** message, as specified in section [3.2.4.3](#Section_b70fd33ee1a847e1b005696dd0c82d49), every 60 seconds.

### Initialization

In addition to the initialization specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.3, the client MUST know the local [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) of the peer. If the peer has allocated a transport address from a [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b), the client MUST know the allocated transport address of the peer. The client also MUST have successfully authenticated with the TURN server, as specified in [MS-TURN] section 3.1.12.

### Higher-Layer Triggered Events

This section outlines the higher-layer events that trigger a client to start the various phases of bandwidth management.

#### Checking for Bandwidth Admission Control

Before a client begins [**connectivity checks**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57) with a peer, it MUST contact the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) to check for the availability of bandwidth between the client and peer network sites. This check is made by sending an authenticated **Allocate Request** message, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.1.12, to the server. The authenticated **Allocate Request** is constructed as follows:

* The request MUST include a **Bandwidth Admission Control Message** attribute with a message type of **Reservation Check**, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The request MUST include a **Remote Site Address** attribute, as specified in section [2.2.4](#Section_379951638acb4224b5a501f70dc64fa0), containing the peer’s local [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc).
* If the peer is using a [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b) and has an allocated transport address, the request MUST include a **Remote Relay Site Address** attribute, as specified in section [2.2.5](#Section_9e4426fecf2e4594b25479e8bd31a32a), containing the transport address allocated by the TURN server.
* If the client has previously allocated a transport address from its TURN server, the request MUST include the **Local Relay Site Address** attribute, as specified in section [2.2.7](#Section_e555c56deba74eb0b306717d9741b095). Otherwise, the request MUST NOT include this attribute.
* The request MUST include a **Local Site Address** attribute, as specified in section [2.2.6](#Section_47cfa2f95b384741b810b502f79239de).
* The request MUST include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5).
* The request SHOULD include a **MS-Service Quality** attribute, as specified in [MS-TURN] section 2.2.2.22. If this attribute is not present, the media stream is considered to be an audio stream.
* The request SHOULD include the **SIP Call Identifier** attribute, as specified in section [2.2.13](#Section_c43a2aa6c19848bfaf5c0366a1a43791).
* The request MUST include the **Location Profile** attribute, as specified in section [2.2.14](#Section_e40f4ffbee3c4dadb49a74b9b63f7102).

#### Committing a Bandwidth Reservation

When a client and its peer complete [**connectivity checks**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57) and decide on a media connectivity path, the client MUST contact the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) to reserve the bandwidth against the network links between the network sites involved in the media path. This reservation is made by sending an authenticated **Allocate Request** message, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.1.12, to the server. The authenticated **Allocate Request** is constructed as follows:

* The request MUST include a **Bandwidth Admission Control Message** attribute with a message type of **Reservation Commit**, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The request MUST include a **Remote Site Address** attribute, as specified in section [2.2.4](#Section_379951638acb4224b5a501f70dc64fa0).
* If the media connectivity path is using the remote [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b), the request MUST include a **Remote Relay Site Address** attribute, as specified in section [2.2.5](#Section_9e4426fecf2e4594b25479e8bd31a32a).
* The request MUST include a **Local Site Address** attribute as specified in section [2.2.6](#Section_47cfa2f95b384741b810b502f79239de).
* If the media connectivity path is using the local TURN server, the request MUST include a **Local Relay Site Address** attribute, as specified in section [2.2.7](#Section_e555c56deba74eb0b306717d9741b095).
* The request MUST include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5).
* The request SHOULD include a **MS-Service Quality** attribute as specified in [MS-TURN] section 2.2.2.22. If this attribute is not present, the media stream is considered to be an audio stream.
* The request SHOULD include the **SIP Dialog Identifier** attribute, as specified in section [2.2.12](#Section_1898a3ef0668471d9b7bded1c03081f0).
* The request MUST include the **Location Profile** attribute, as specified in section [2.2.14](#Section_e40f4ffbee3c4dadb49a74b9b63f7102).

#### Updating a Bandwidth Reservation

After a client has committed a bandwidth reservation with the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703), it might request changing the amount of bandwidth that it reserved. The client can attempt to increase or decrease the reservation. The client MUST notify the server of this change request. This update is made by sending an authenticated **Allocate Request** message, as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.1.12, to the server. The authenticated **Allocate Request** is constructed as follows:

* The request MUST include a **Bandwidth Admission Control Message** attribute with a message type of **Reservation Update,** as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The request MUST include a **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7).
* If the update is sent in response to an attempt to change, either increase or decrease, the amount of bandwidth currently committed to the reservation, the request MUST include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5). If the update is sent in response to the **Bandwidth Reservation Update Timer** firing, the request SHOULD include a **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3.
* The request SHOULD include the **SIP Dialog Identifier** attribute, as specified in section [2.2.12](#Section_1898a3ef0668471d9b7bded1c03081f0).

### Message Processing Events and Sequencing Rules

When a client receives an **Allocate Response** message, it MUST follow the procedure specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.5.1, with the following exceptions:

* If the [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b) did not allocate a relay [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) on behalf of the client, the response MUST NOT contain a **Mapped Address** attribute, as specified in [MS-TURN] section 2.2.2.1.
* The response SHOULD contain a **Bandwidth Admission Control Message** attribute, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).

#### Receiving a Bandwidth Admission Control Check Response Message

When a client receives an **Allocate Response** message with a **Transaction ID** (specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1) that matches the **Transaction ID** (specified in [MS-TURN] section 2.2.1) of an **Allocate Request** message that included a **Bandwidth Admission Control Reservation Check** message, it proceeds as follows:

* The response MUST contain a **Remote Site Address Response** attribute, as specified in section [2.2.8](#Section_576c9ad6d96240b3816f5ef283d895b5).
* If the original request message contained a **Remote Relay Site Address** attribute, the response MUST contain a **Remote Relay Site Address Response** attribute, as specified in section [2.2.9](#Section_9d97d7c712f74d8fadffd5f97d3ecec8).
* The response MUST contain a **Local Site Address Response** attribute, as specified in section [2.2.10](#Section_c49a417dfa7842a992ffd96573095b04).
* If the [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b) allocated a relay [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) on behalf of the client, the response MUST contain a **Local Relay Site Address Response** attribute, as specified in section [2.2.11](#Section_6eac14d97c854f6581877fd2dd7b6874).

If the response message is valid, the client MUST check the flags for each of the included site address response attributes. The server (2) marks the **Valid (V)** flag of each of the site address response attributes, based on the available bandwidth over three possible network paths:

* **Local Site Address** to the **Remote Site Address.**
* **Local Site Address** to the **Local Relay Site Address**, if present.
* **Remote Site Address** to the **Remote Relay Site Address**, if present.

The rules for checking the network paths are as follows:

* The network path between the **Local Site Address** and the **Remote Site Address** is only available if both the **Local Site Address Response** attribute and **Remote Site Address Response** attribute are flagged as valid (**V**="1"). If either of these attributes are marked as invalid (**V**="0"), the network path is not available because of bandwidth constraints.
* If either of **Local Site Address** or **Remote Site Address** attributes are marked as invalid (**V**="0") and the **PSTN Failover** flag is set (**F**="1") the bandwidth policy allows redirecting the connection over [**PSTN**](#gt_475991aa-abb2-4521-a0a5-6993d27dba9f). The client SHOULD consider the network path to the PSTN gateway as a valid network path.
* If the **Local Relay Site Address Response** attribute is present and it is flagged as valid (**V**="1"), the **Local Site Address** – **Local Relay Site Address** network path is available. If the **Local Relay Site Address Response** attribute is not present or if it is flagged as invalid (**V**="0"), the **Local Site Address – Local Relay Site Address** network path is not available.
* If the **Remote Relay Site Address Response** attribute is present and it is flagged as valid (**V**="1"), the **Remote Site Address – Remote Relay Site Address** network path is available. If the **Remote Relay Site Address Response** attribute is not present or if it is flagged as invalid (**V**="0"), the **Remote Site Address – Remote Relay Site Address** network path is not available.

A full check failure occurs when there is no valid network path out of either the **Local Site Address** or the **Remote Site Address**. A partial connection failure occurs if any path out of either the **Local Site Address** or the **Remote Site Address** is not available. The client SHOULD use all valid network paths to explore connectivity options with the peer. The client MUST NOT use any network paths that are marked as invalid.

#### Receiving a Bandwidth Admission Control Commit Response Message

When a client receives an **Allocate Response** message with a **Transaction ID** (specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1) that matches the **Transaction ID** (specified in [MS-TURN] section 2.2.1) of an **Allocate Request** message that included a **Bandwidth Admission Control Reservation Commit** message, it proceeds as follows:

* The response MUST contain a **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7).
* The response MUST contain a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5).

If the response is valid, the client SHOULD check the **Reservation ID** value. If the value is zero, the bandwidth reservation is not being tracked by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703). If the client is not using the [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) session for the media stream, it SHOULD disconnect the session. If the **Reservation ID** value is nonzero, it is used for all further messages dealing with the reservation.

#### Receiving a Bandwidth Admission Control Update Response Message

When a client receives an **Allocate Response** message with a **Transaction ID** (specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 2.2.1) that matches the **Transaction ID** (specified in [MS-TURN] section 2.2.1) of an **Allocate Request** message that included a **Bandwidth Admission Control Reservation Update** message, it proceeds as follows:

* The response MUST contain a **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7).
* The response SHOULD include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5).

If the response is valid and a **Bandwidth Reservation Amount** attribute is present, the client MUST check the send and receive bandwidth values to verify the amount of bandwidth that the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) has reserved for the media session. If the response was the result of a request to increase the amount of bandwidth in the reservation, it is possible that the server was not able to reserve the full amount of the request.

### Timer Events

**Bandwidth Reservation Update Timer Expiration:** Upon expiry of the **Bandwidth Reservation Update** timer, the client MUST transmit a **Bandwidth Admission Control Reservation Update** message, as specified in section [3.2.4.3](#Section_b70fd33ee1a847e1b005696dd0c82d49).

### Other Local Events

None.

## Server Details

### Abstract Data Model

None.

### Timers

This protocol adds one new timer to the timers specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.2.

The **Bandwidth Reservation Lifetime Timer** times out a stale bandwidth reservation from a client. The server (2) MUST start the timer when it completes the **Allocate Request/Response** message transaction that carries a **Bandwidth Admission Control Reservation Commit** message. The server (2) MUST receive an **Allocate Request** message carrying a **Bandwidth Admission Control Reservation Update** message, as specified in section [3.2.4.3](#Section_b70fd33ee1a847e1b005696dd0c82d49), every 60 seconds. The server (2) MUST restart the timer when it receives a **Bandwidth Admission Control Reservation Update** message.

### Initialization

In addition to the initialization requirements specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.3, the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) needs to be configured with the correct network topology information. This information includes network subnets that are used to identify network sites, along with bandwidth policy for any network links used to connect the network sites.

### Higher-Layer Triggered Events

None.

### Message Processing Events and Sequencing Rules

When the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) receives an **Allocate Request** message, it MUST follow the procedure specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.5.1. The following sections specify additional procedures that the server MUST follow when the **Allocate Request** message contains a **Bandwidth Admission Control Message** attribute, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).

#### Receiving a Bandwidth Admission Control Check Request Message

If the **Allocate Request** message contains a **Bandwidth Admission Control Message** attribute with a value of **Reservation Check**, the request is processed as follows:

* The request MUST include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5). If this attribute is not included, the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) MUST continue to process the **Allocate Request** message as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* The request MUST include a **Remote Site Address** attribute, as specified in section [2.2.4](#Section_379951638acb4224b5a501f70dc64fa0). If this attribute is not included, the server MUST continue to process the **Allocate Request** message as specified in [MS-TURN] section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* If the peer is using a [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b) and has an allocated [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc), the request MUST include a **Remote Relay Site Address** attribute, as specified in section [2.2.5](#Section_9e4426fecf2e4594b25479e8bd31a32a), containing the transport address allocated by the TURN server.
* The request SHOULD include a **Local Site Address** attribute, as specified in section [2.2.6](#Section_47cfa2f95b384741b810b502f79239de). If this attribute is not present, the server (2) MUST use the source transport address of the message to identify the requesting client’s local site address.
* If the server allocated a public transport address on behalf of the client as part of processing the **Allocate Request** message, the server MUST use the allocated transport address to identify the requesting client’s **Local Relay Site Address**.
* The request SHOULD include a **MS-Service Quality** attribute, as specified in [MS-TURN] section 2.2.2.22. If this attribute is not present, the server SHOULD treat the **Reservation Check** as a check for an audio stream.
* The request SHOULD include the **SIP Call Identifier** attribute, as specified in section [2.2.13](#Section_c43a2aa6c19848bfaf5c0366a1a43791).
* The request MUST include the **Location Profile** attribute, as specified in section [2.2.14](#Section_e40f4ffbee3c4dadb49a74b9b63f7102).

If all of the required attributes are present and valid, the server (2) MUST use the bandwidth admission control network topology to map the site address attributes present in the request to network sites, and then map the network sites to the network paths connecting the sites. The server (2) MUST check the bandwidth request against the bandwidth policy for the network paths. There are three possible network paths that can be checked:

* The network path between the network sites mapped by the **Remote Site Address** and the **Remote Relay Site Address**.
* The network path between the network sites mapped by the **Local Site Address** and the **Local Relay Site Address**.
* The network path between the network sites mapped by the **Local Site Address** and the **Remote Site Address**.

Once the server has finished checking the bandwidth policy for the available network paths, it MUST respond with an **Allocate Response** message:

* The response MUST be formed as specified in [MS-TURN] section 3.3.5.1.
* The response MUST include a **Bandwidth Admission Control Message** attribute with a value of **Reservation Check**, as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The response MUST include a **Remote Site Address Response** attribute, as specified in section [2.2.8](#Section_576c9ad6d96240b3816f5ef283d895b5). If the bandwidth policy passed for the network path between the network sites identified by the **Remote Site Address** and the **Local Site Address**, the attribute MUST have the **Valid** bit set (**V**="1") and the bandwidth values set to the amount of bandwidth the policy allowed. If the bandwidth policy failed, the attribute MUST have the **Valid** bit cleared (**V**="0") and the bandwidth values set to zero. If the bandwidth policy supports redirecting the connection to [**PSTN**](#gt_475991aa-abb2-4521-a0a5-6993d27dba9f), the server MUST set the **PSTN Failover** bit (**F**="1"), otherwise the **PSTN Failover** bit MUST be cleared (**F**="0").
* If a **Remote Relay Site Address** attribute was present in the request, the response MUST include a **Remote Relay Site Address Response** attribute, as specified in section [2.2.9](#Section_9d97d7c712f74d8fadffd5f97d3ecec8). If the bandwidth policy passed for the network path between the network sites identified by the **Remote Site Address** and the **Remote Relay Site Address**, the attribute MUST have the **Valid** bit set (**V**="1") and the bandwidth values set to the amount of bandwidth the policy allowed. If the bandwidth policy failed, the attribute MUST have the **Valid** bit cleared (**V**="0") and the bandwidth values set to zero.
* If the server allocated a public transport address on behalf of the client, the response MUST include a **Local Relay Site Address Response** attribute, as specified in section [2.2.11](#Section_6eac14d97c854f6581877fd2dd7b6874). If the bandwidth policy passed for the network path between the network sites identified by the **Local Site Address** and the **Local Site Relay Address**, the attribute MUST have the **Valid** bit set (**V**="1") and the bandwidth values set to the amount of bandwidth the policy allowed. If the bandwidth policy failed, the attribute MUST have the **Valid** bit cleared (**V**="0") and the bandwidth values set to zero.
* The response MUST include a **Local Site Address Response** attribute, as specified in section [2.2.10](#Section_c49a417dfa7842a992ffd96573095b04). If the bandwidth policy passed for the network path between the network sites identified by the **Remote Site Address** and the **Local Site Address**, the attribute MUST have the **Valid** bit set (**V**="1") and the bandwidth values set to the amount of bandwidth the policy allowed. If the bandwidth policy failed, the attribute MUST have the **Valid** bit cleared (**V**="0") and the bandwidth values set to zero. If the bandwidth policy supports redirecting the connection to PSTN, the server MUST set the **PSTN Failover** bit (**F**="1"); otherwise the **PSTN Failover** bit MUST be cleared (**F**="0").

#### Receiving a Bandwidth Admission Control Commit Request Message

If the **Allocate Request** message contains a **Bandwidth Admission Control Message** attribute with a value of **Reservation Commit**, the request is processed as follows:

* The request MUST include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5). If this attribute is not included, the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) MUST continue to process the **Allocate Request** message as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* The request MUST include a **Remote Site Address** attribute, as specified in section [2.2.4](#Section_379951638acb4224b5a501f70dc64fa0). If this attribute is not included, the server MUST continue to process the **Allocate Request** message as specified in [MS-TURN] section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* If the media connectivity path is using the remote [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b), the request MUST include a **Remote Relay Site Address** attribute, as specified in section [2.2.5](#Section_9e4426fecf2e4594b25479e8bd31a32a).
* The request MUST include a **Local Site Address** attribute, as specified in section [2.2.6](#Section_47cfa2f95b384741b810b502f79239de). If this attribute is not included, the server MUST continue to process the **Allocate Request** message as specified in [MS-TURN] section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* If the media connectivity path is using the local TURN server, the request MUST include a **Local Relay Site Address** attribute, as specified in section [2.2.7](#Section_e555c56deba74eb0b306717d9741b095).
* The request SHOULD include a **MS-Service Quality** attribute, as specified in [MS-TURN] section 2.2.2.22. If this attribute is not present, the server SHOULD treat the **Reservation Commit** as a commit for an audio stream.
* The request SHOULD include the **SIP Dialog Identifier** attribute, as specified in section [2.2.12](#Section_1898a3ef0668471d9b7bded1c03081f0).
* The request MUST include the **Location Profile** attribute, as specified in section [2.2.14](#Section_e40f4ffbee3c4dadb49a74b9b63f7102).

If all of the required attributes are present and valid, the server (2) MUST use the bandwidth admission control network topology to map the site address attributes present in the request to network sites and then map the network sites to the network paths connecting the sites. The server (2) MUST commit the bandwidth amount against the bandwidth policy for the network paths involved. There are three possible network paths:

* The network path between the network sites mapped by the **Remote Site Address** and the **Remote Relay Site Address,** if the **Remote Relay Site Address** attribute is present.
* The network path between the network sites mapped by the **Local Site Address** and the **Local Relay Site Address**, if the **Local Relay Site Address** attribute is present.
* The network path between the network sites mapped by the **Local Site Address** and the **Remote Site Address**.

Once the server has finished committing the bandwidth reservation against the bandwidth policies of the mapped network paths, it MUST respond with an **Allocate Response** message:

* The response MUST be formed as specified in [MS-TURN] section 3.2.5.1.
* The response MUST include a **Bandwidth Admission Control Message** attribute with a value of "Reservation Commit", as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The response MUST include a **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7).
* The response MUST include a **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3.

#### Receiving a Bandwidth Admission Control Update Request Message

If the **Allocate Request** message contains a **Bandwidth Admission Control Message** attribute with a value of "Reservation Update", the request is processed as follows:

* The request MUST include a **Bandwidth Reservation Identifier** attribute, as specified in section [2.2.2](#Section_ae1ba891670649758a9fc15405fe15a7). If the **Reservation ID** value does not match an active bandwidth reservation, the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) MUST continue to process the **Allocate Request** message as specified in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.3.5.1 and ignore the **Bandwidth Admission Control Message** action.
* The request SHOULD include a **Bandwidth Reservation Amount** attribute, as specified in section [2.2.3](#Section_139ddfff57e647549bcd1e8d1b7610b5).
* The request SHOULD include the **SIP Dialog Identifier** attribute, as specified in section [2.2.12](#Section_1898a3ef0668471d9b7bded1c03081f0).

If all of the required attributes are present and valid, the server MUST restart the **Bandwidth Reservation Lifetime** timer.

If the **Bandwidth Reservation Amount** attribute is present, the server MUST check the bandwidth values against the bandwidth values that were previously committed for this reservation. If the values are lower than the committed values, the server SHOULD update the reservation, returning unused bandwidth back to the bandwidth policies of the network paths involved in the reservation. If the values are higher than the committed values, the server MUST re-check the network paths involved in the reservation for the availability of additional bandwidth. If bandwidth is available, the server SHOULD reserve additional bandwidth for the reservation.

Once the server has finished restarting the timer and updating the bandwidth reservation, it responds with an **Allocate Response** message specified as follows:

* The response MUST be formed as specified in [MS-TURN] section 3.3.5.1.
* The response MUST include a **Bandwidth Admission Control Message** attribute with a value of "Reservation Update", as specified in section [2.2.1](#Section_28c340422b8c4a38922abbacd8f99c38).
* The response MUST include a **Bandwidth Reservation Identifier** attribute, as specified in section 2.2.2.
* The response SHOULD include a **Bandwidth Reservation Amount** attribute, as specified in section 2.2.3.

### Timer Events

**Bandwidth Reservation Lifetime Timer Expiration:** Upon expiration of the **Bandwidth Reservation Lifetime Timer**, the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) MUST release the bandwidth reserved by the client in its **Bandwidth Admission Control Reservation Commit** message. If the server is not involved with relaying the media stream for the associated [**TURN client**](#gt_398ef556-df15-4ab9-8bd2-1df82bb9c80f), it SHOULD disconnect the connection.

### Other Local Events

None.

# Protocol Examples

In the following examples, two [**TURN clients**](#gt_398ef556-df15-4ab9-8bd2-1df82bb9c80f) implementing this protocol are communicating using [**SIP**](#gt_586971aa-3b65-4de3-be93-1a9756777d89), as described in [[RFC3261]](https://go.microsoft.com/fwlink/?LinkId=90410). The clients require the establishment of a media flow between them, and request that media flow to be managed by the [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703). The client initiating the connection does an allocation of a public [**transport address**](#gt_3cc7f245-1d4a-497b-ba51-2ce630393ecc) from its [**TURN server**](#gt_e6b10c2b-c9fd-4365-9d49-760f3082939b), as described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.4.1, which it includes in the [**Session Description Protocol (SDP)**](#gt_5ecff0fe-93f3-480a-aa69-57586d46967b) of the SIP [**INVITE**](#gt_d4b1b9b3-4b41-4686-aae0-afcd932693da) sent to the peer, as described in [[RFC4566]](https://go.microsoft.com/fwlink/?LinkId=90484). The details of the [**SIP message**](#gt_2690e796-e281-48f3-ba0e-1f9acdb3ba8c) exchange are not included in the examples; only the basic message flow used to communicate the public transport addresses of the protocol client and peer to each other are included.

## Two TURN Clients Connecting Using SIP

In the following diagram, [**TURN**](#gt_bfa19fd2-7638-4d46-adcc-07fb32c94441) Client1 has a local transport address of 10.0.0.1:12345, which places it in network site1. TURN Client2 has a local transport address of 10.0.10.1:45678, which places it in network site2. The TURN server implementing this protocol extension has a local address of 10.0.0.2:3478 and a public transport address, from which it allocates relay transport addresses, of 192.0.2.20. The public transport address of the TURN server is configured so that it is associated with network site1. Both clients can route directly to the TURN server. There is a 1.54 megabytes WAN link, Wan link1, that connects network site2 to network site1.



Figure 3: Two TURN clients connecting using SIP

## Bandwidth Admission Control Message Flow with Sufficient Bandwidth

The following diagram shows the bandwidth admission control message flow for the network deployment described in section [4.1](#Section_eb4b7b0b27b748e793ff7193be0d5c44), where WAN Link1, between Network Site1 and Network Site2, has the full 1.54 megabytes of bandwidth available for use. TURN Client1 is attempting to make a voice [**call**](#gt_9c30971d-7054-4d6b-90a7-c7410283f71d) to TURN Client2 over WAN link1. The voice call requires between 64 kilobytes and 128 kilobytes of network bandwidth.



Figure 4: Bandwidth admission control message flow when sufficient bandwidth is available

1. Client1 allocates a public transport from the TURN server following the procedures described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.4.1. Client1’s relay transport address allocated by the TURN server is 192.0.2.20:55667. Client1 adds the relay transport address, along with its local transport address 10.0.0.1:12345, to the SDP of the SIP INVITE and sends the SIP INVITE to TURN Client2.
2. When Client2 receives the SIP INVITE from Client1, it knows both the local transport address and the relay transport address of Client1. Client2 can now do a bandwidth check with the TURN server to verify the availability of network bandwidth between itself and Client1. It follows the procedure specified in section [3.2.4.1](#Section_6804e63fdfb8409c9e2f6bc38ec94810) to check for bandwidth admission control. It uses the following attributes in the **Allocate Request** carrying the **Reservation Check** message:
	1. **Bandwidth Admission Control Message** attribute with a value of "Reservation Check".
	2. A **Remote Site Address** attribute containing Client1’s local transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	3. A **Remote Relay Site Address** attribute containing Client1’s relay transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	4. A **Local Site Address** attribute containing Client2’s local transport address **XOR**ed with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	5. A **Bandwidth Reservation Amount** attribute with a value of 64 kilobytes for the minimum send/receive bandwidth and 128 kilobytes for the maximum send/receive bandwidth.
	6. A **MS-Service Quality** attribute with a stream type of "Audio" and a service quality of "best effort delivery".
	7. A **Location Profile** attribute with the **Peer-Location** set to "Intranet", the **Self-Location** set to "Intranet" and **Federation** set to "Not Federated".
3. When the server (2) receives the **Allocate Request** message containing the **Reservation Check**, it follows the procedure specified in section [3.3.5.1](#Section_239a5d709eae4630906082c87374ce26) to determine if there is bandwidth available between Client1 and Client2. In this case, Client1’s local transport address maps to network site1, Client1’s relay transport address maps to network site1, Client2’s local transport address maps to network site2, and Client2’s relay transport address maps to network site1.
	1. The server (2) checks the network path for each of the site addresses included in the **Reservation Check** request:
		1. The server (2) checks the path between the **Remote Site Address** and the **Remote Relay Site Address**. Because both of these addresses map into the same network site, there are no bandwidth management constraints on that path and it is considered a valid network path. The server (2) marks the **Remote Relay Site Address** as valid for the full bandwidth amount, which is 128 kilobytes.
		2. The server (2) checks the path between the **Local Site Address** and the **Local Relay Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Local Relay Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because this is the first call over this link there is still 1.54 megabytes available. The bandwidth amount being requested is 64 kilobytes-128 kilobytes, so the server (2) marks the **Local Relay Site Address** as valid for the full bandwidth amount, which is 128 kilobytes.
		3. The server (2) checks the path between the **Local Site Address** and the **Remote Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Remote Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because this is the first call over this link, there is still 1.54 megabytes available. The bandwidth amount being requested is 64 kilobytes-128 kilobytes, so the server (2) marks both the **Local Site Address** and **Remote Site Address** as valid for the full bandwidth amount, which is 128 kilobytes.
	2. The server (2) replies to Client2 with an **Allocate Response** message and includes the following attributes:
		1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Check".
		2. A **Remote Site Address Response** attribute with the **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount value.
		3. A **Remote Relay Site Address Response** attribute with a **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount value.
		4. A **Local Site Address Response** attribute with the **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount value.
		5. A **Local Relay Site Address Response** attribute with the **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount values.
4. When Client2 receives the **Allocate Response** message with the **Reservation Check** results, it follows the procedure specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178) to determine which transport addresses can be used for the media stream. Because all network paths between both clients are marked as valid, it includes both its local and relay transport addresses in the SDP included in the SIP [**200 OK**](#gt_d9c398c0-9009-4dc6-9340-36423671182b) message sent to Client1. In parallel, Client2 begins to explore the connectivity paths with Client1’s local and relay transport addresses.
5. When Client1 receives the SIP 200 OK response that includes Client2’s transport addresses, it uses Client2’s transport addresses advertised in the SDP of the SIP 200 OK message to begin checking connectivity. In this example, Client1 and Client2 find that the best connectivity option is over each client’s local transport address. When Client1 finishes checking for connectivity, it sends a SIP re-INVITE to Client2 with SDP containing the local transport address.
6. When Client2 receives the SIP re-INVITE from Client1, it uses the transport addresses advertised in the SDP along with the local transport addresses that passed the [**connectivity check**](#gt_05dec97c-8453-40fc-aa15-5ea43409cd57) to identify the network path over which the media stream will flow. In this example, the network path is between the local transport address of each client. Client2 uses these two transport addresses to do a **Reservation Commit** with the server (2). It follows the procedure specified in section [3.2.4.2](#Section_b7553cb51ac3430bb9e503b4c7dc2bb2) to commit a bandwidth admission control reservation. It uses the following attributes in the **Allocate Request** carrying the **Reservation Commit** message:
	1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Commit".
	2. A **Remote Site Address** attribute containing Client1’s local transport address **XOR**ed with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	3. A **Local Site Address** attribute containing Client2’s local transport address **XOR**ed with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	4. A **Bandwidth Reservation Amount** attribute with a value of 128 kilobytes for the minimum and maximum send/receive bandwidths.
	5. A **MS-Service Quality** attribute with a stream type of "Audio" and a service quality of "best effort delivery".
	6. A **Location Profile** attribute with the **Peer-Location** set to "Intranet", the **Self-Location** set to "Intranet" and **Federation** set to "Not Federated".
7. When the server (2) receives the **Allocate Request** message containing the **Reservation Commit**, it follows the procedure specified in section [3.3.5.2](#Section_dbe94f27447c496589fe36491cb5bde3) to commit the bandwidth reservation against the bandwidth policy for the network path specified by the site address attributes. In this example, the network path between the two clients is identified by the **Local Site Address** attribute and the **Remote Site Address** attribute, which map to WAN Link1. The server (2) commits 128 kilobytes, the amount of bandwidth from the **Bandwidth Reservation Amount** attribute, against the bandwidth policy covering WAN Link1. This leaves 1.412 megabytes (1.54 megabytes –128 kilobytes = 1.412 megabytes) of bandwidth available on WAN Link1. Once the server (2) has finished committing the bandwidth reservation against the bandwidth policy, it replies to Client2 in an **Allocate Response** message containing the following attributes:
	1. A **Bandwidth Admission Control Message** attribute with a value of **Reservation Commit**.
	2. A **Bandwidth Reservation Identifier** containing the reservation identifier created when the reservation was committed.
	3. A **Bandwidth Reservation Amount** attribute containing 128 kilobytes for the minimum/maximum send/receive bandwidth values.
8. When Client2 receives the **Allocate Response** message with the **Reservation Commit** results, it follows the procedure specified in section [3.2.5.2](#Section_b4c9b29ce4594c9599e35045001a513d) and stores the **Reservation ID** returned in the **Bandwidth Reservation Identifier** attribute. The **Reservation ID** is used in subsequent **Reservation Update** messages sent to the server (2).
9. When the **Reservation Update** timer fires on Client2, it refreshes the bandwidth reservation with the server (2). The refresh follows the procedure specified in section [3.2.4.3](#Section_b70fd33ee1a847e1b005696dd0c82d49). It uses the following attributes in the **Allocate Request** carrying the **Reservation Update** message:
	1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Update"**.**
	2. A **Bandwidth Reservation Identifier** attribute with a **Reservation ID** value that matches the reservation id received in response to the original **Reservation Commit** message.
	3. A **Bandwidth Reservation Amount** attribute with the minimum/maximum send/receive bandwidth values set to 128 kilobytes, which is the amount of bandwidth reserved when the reservation was committed.
10. When the server (2) receives the **Allocate Request** message containing the **Reservation Update**, it follows the procedure specified in section [3.3.5.3](#Section_2364f4c55c8d4e43b5679d05e885e561) to refresh the reservation. When the server (2) has reset the **Bandwidth Reservation Lifetime** timer, it replies to Client2 with an **Allocate Response** message containing the following attributes:
	1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Update".
	2. A **Bandwidth Reservation Identifier** containing the reservation identifier created when the reservation was committed.
	3. A **Bandwidth Reservation Amount** attribute with the minimum/maximum send/receive bandwidth values set to 128 kilobytes, which is the amount of bandwidth reserved when the reservation was committed.

## Bandwidth Admission Control Message Flow with Insufficient Bandwidth

The following diagram shows the bandwidth admission control message flow for the network deployment described in section [4.1](#Section_eb4b7b0b27b748e793ff7193be0d5c44), where WAN Link1, between Network Site1 and Network Site2, has no bandwidth available for use. TURN Client1 is attempting to make a voice call to TURN Client2 over WAN link1. The voice call requires between 64 kilobytes and 128 kilobytes of network bandwidth.



Figure 5: Bandwidth admission control message flow when insufficient bandwidth is available

1. Client1 allocates a public transport from the TURN server following the procedures described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.4.1. Client1’s relay transport address, allocated by the TURN server, is 192.0.2.20:55667. Client1 adds the relay transport address, along with its local transport address 10.0.0.1:12345, to the SDP of the SIP INVITE and sends the SIP INVITE to TURN Client2.
2. When Client2 receives the SIP INVITE from Client1, it knows both the local transport address and relay transport address of Client1. Client2 can now do a bandwidth check with the TURN server to verify the availability of network bandwidth between itself and Client1. It follows the procedure specified in section [3.2.4.1](#Section_6804e63fdfb8409c9e2f6bc38ec94810) to check for bandwidth admission control. It uses the following attributes in the **Allocate Request** carrying the **Reservation Check** message:
	1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Check".
	2. A **Remote Site Address** attribute containing Client1’s local transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	3. A **Remote Relay Site Address** attribute containing Client1’s relay transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	4. A **Local Site Address** attribute containing Client2’s local transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	5. A **Bandwidth Reservation Amount** attribute with a value of 64 kilobytes for the minimum send/receive bandwidth and 128 kilobytes for the maximum send/receive bandwidth.
	6. A **MS-Service Quality** attribute with a stream type of "Audio" and a service quality of "best effort delivery".
	7. A **Location Profile** attribute with the **Peer-Location** set to "Intranet", the **Self-Location** set to "Intranet" and **Federation** set to "Not Federated".
3. When the server (2) receives the **Allocate Request** message containing the **Reservation Check**, it follows the procedure specified in section [3.3.5.1](#Section_239a5d709eae4630906082c87374ce26) to determine if there is bandwidth available between Client1 and Client2. In this case, Client1’s local transport address maps to network site1, Client1’s relay transport address maps to network site1, Client2’s local transport address maps to network site2, and Client2’s relay transport address maps to network site1.
	1. The server (2) checks the network path for each of the site addresses included in the **Reservation Check** request:
		1. The server (2) checks the path between the **Remote Site Address** and the **Remote Relay Site Address**. Because both of these addresses map into the same network site, there is no bandwidth management constraints on that path and it is considered a valid network path. The server (2) marks the **Remote Relay Site Address** as valid for the full bandwidth amount, which is 128 kilobytes.
		2. The server (2) checks the path between the **Local Site Address** and the **Local Relay Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Local Relay Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because all of the 1.54 megabytes that were available have been consumed by other calls, no bandwidth is available for a new call. The server (2) marks the **Local Relay Site Address** as invalid and sets the bandwidth value to zero.
		3. The server (2) checks the path between the **Local Site Address** and the **Remote Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Remote Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because all of the 1.54 megabytes that was available has been consumed by other calls, no bandwidth is available for a new call. The server (2) marks both the **Local Site Address** and **Remote Site Address** as invalid and sets the bandwidth values to zero.
	2. The server (2) replies to Client2 with an **Allocate Response** message and includes the following attributes:
		1. A **Bandwidth Admission Control Message** attribute with a value of **Reservation Check**.
		2. A **Remote Site Address Response** attribute with the **Valid** flag cleared (**V**="0") and a value of 0 kilobytes for the bandwidth amount values.
		3. A **Remote Relay Site Address Response** attribute with a **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount values.
		4. A **Local Site Address Response** attribute with the **Valid** flag cleared (**V**="0") and a value of zero kilobytes for the bandwidth amount values.
		5. A **Local Relay Site Address Response** attribute with the **Valid** flag cleared (**V**="0") and a value of zero kilobytes for the bandwidth amount values.
4. When Client2 receives the **Allocate Response** message with the **Reservation Check** results, it follows the procedure specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178) to determine which transport addresses can be used for the media stream. Because all network paths out of the local site are marked as invalid, Client2 is not able to check connectivity with Client1. Client2 sends a SIP 488 Call denied because of bandwidth policy failure response message to Client1.
5. When Client1 receives the SIP 488 response, it notifies the user of the connection failure, indicating that no bandwidth was available to make the call.

## Bandwidth Admission Control Message Flow with PSTN Gateways

The following diagram shows the bandwidth admission control message flow for the network deployment described in section [4.1](#Section_eb4b7b0b27b748e793ff7193be0d5c44), where WAN Link1, between Network Site1 and Network Site2, has no bandwidth available for use. Both Network Site1 and Network Site2 have PSTN gateway devices. TURN Client1 is attempting to make a voice call to TURN Client2 over WAN link1. The voice call requires between 64 kilobytes and 128 kilobytes of network bandwidth. Network Site1 is configured with a bandwidth policy that supports redirection of connections to PSTN if there is a bandwidth check failure.



Figure 6: Bandwidth admission control message flow with PSTN Gateways

1. Client1 allocates a public transport from the TURN server following the procedures described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 3.2.4.1. Client1’s relay transport address, allocated by the TURN server, is 192.0.2.20:55667. Client1 adds the relay transport address, along with its local transport address 10.0.0.1:12345, to the SDP of the SIP INVITE and sends the SIP INVITE to TURN Client2.
2. When Client2 receives the SIP INVITE from Client1, it knows both the local transport address and relay transport address of Client1. Client2 can now do a bandwidth check with the TURN server to verify the availability of network bandwidth between itself and Client1. It follows the procedure specified in section [3.2.4.1](#Section_6804e63fdfb8409c9e2f6bc38ec94810) to check for bandwidth admission control. It uses the following attributes in the **Allocate Request** carrying the **Reservation Check** message:
	1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Check".
	2. A **Remote Site Address** attribute containing Client1’s local transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	3. A **Remote Relay Site Address** attribute containing Client1’s relay transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	4. A **Local Site Address** attribute containing Client2’s local transport address **XOR**’d with the TURN message **Transaction ID** (specified in [MS-TURN] section 2.2.1).
	5. A **Bandwidth Reservation Amount** attribute with a value of 64 kilobytes for the minimum send/receive bandwidth and 128 kilobytes for the maximum send/receive bandwidth.
	6. A **MS-Service Quality** attribute with a stream type of "Audio" and a service quality of "best effort delivery".
	7. A **Location Profile** attribute with the **Peer-Location** set to "Intranet", the **Self-Location** set to "Intranet" and **Federation** set to "Not Federated".
3. When the server (2) receives the **Allocate Request** message containing the **Reservation Check**, it follows the procedure specified in section [3.3.5.1](#Section_239a5d709eae4630906082c87374ce26) to determine if there is bandwidth available between Client1 and Client2. In this case, Client1’s local transport address maps to network site1, Client1’s relay transport address maps to network site1, Client2’s local transport address maps to network site2, and Client2’s relay transport address maps to network site1.
	1. The server (2) checks the network path for each of the site addresses included in the **Reservation Check** request:
		1. The server (2) checks the path between the **Remote Site Address** and the **Remote Relay Site Address**. Because both of these addresses map into the same network site, there is no bandwidth management constraints on that path and it is considered a valid network path. The server (2) marks the **Remote Relay Site Address** as valid for the full bandwidth amount, which is 128 kilobytes.
		2. The server (2) checks the path between the **Local Site Address** and the **Local Relay Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Local Relay Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because all of the 1.54 megabytes that were available have been consumed by other calls, no bandwidth is available for a new call. The server (2) marks the **Local Relay Site Address** as invalid and sets the bandwidth value to zero.
		3. The server (2) checks the path between the **Local Site Address** and the **Remote Site Address**. In this case, the **Local Site Address** maps to network site2 but the **Remote Site Address** maps to network site1 and there is a bandwidth managed link, WAN link1, between these sites. The server (2) checks the amount of bandwidth requested in the **Bandwidth Reservation Amount** attribute against the amount of bandwidth currently available on WAN link1. Because all of the 1.54 megabytes that were available have been consumed by other calls, no bandwidth is available for a new call. The server (2) marks both the **Local Site Address** and **Remote Site Address** as invalid and sets the bandwidth values to zero. The server (2) checks the PSTN failover bandwidth policy for network site1 and finds that PSTN failover is supported, so it marks the **PSTN Failover** flag for the **Remote Site Address** as valid. The server (2) checks the PSTN failover bandwidth policy for network site2 and finds that PSTN failover is supported, so it marks the **PSTN Failover** flag for the **Local Site Address** as valid.
	2. The server (2) replies to Client2 with an **Allocate Response** message and includes the following attributes:
		1. A **Bandwidth Admission Control Message** attribute with a value of "Reservation Check".
		2. A **Remote Site Address Response** attribute with the **Valid** flag cleared (**V**="0"), the **PSTN Failover** flag set (**F**="1") and a value of zero kilobytes for the bandwidth amount value.
		3. A **Remote Relay Site Address Response** attribute with a **Valid** flag set (**V**="1") and a value of 128 kilobytes for the bandwidth amount value.
		4. A **Local Site Address Response** attribute with the **Valid** flag cleared (**V**="0"), the **PSTN Failover** flag set (**F**="1") and a value of zero kilobytes for the bandwidth amount value.
		5. A **Local Relay Site Address Response** attribute with the **Valid** flag cleared (**V**="0") and a value of 0 kilobytes for the bandwidth amount values.
4. When Client2 receives the **Allocate Response** message with the **Reservation Check** results, it follows the procedure specified in section [3.2.5.1](#Section_ad2d2a2dbe8f4eb3ae216e3b3d0d8178) to determine which transport addresses can be used for the media stream. Because all network paths out of the local site are marked as invalid, Client2 is not able to check connectivity with Client1. Because the **PSTN Failover** flag is set, Client2 sends a SIP 199 Call redirected to PSTN because of bandwidth policy failure response message to Client1.
5. When Client1 receives the SIP 199 response redirecting it to attempt to use the PSTN gateway, it sends a SIP INVITE to a local PSTN gateway signaling it to use the PSTN to attempt to connect to Client2. The details of this signaling are omitted from this example. When Client2 receives the SIP INVITE from its local PSTN gateway device, it follows the example detailed in the diagram titled Bandwidth admission control message flow when sufficient bandwidth is available, and does a new **Reservation Check** and **Reservation Commit** for the media flow to the gateway

# Security

## Security Considerations for Implementers

This protocol has the same security considerations described in [[MS-TURN]](%5BMS-TURN%5D.pdf#Section_9e434b27eb134249b0312d15c3835c8b) section 5. Additional considerations and mitigations for this protocol are as follows.

A client requests the bandwidth amount to reserve for a media stream in a **Reservation Commit** or a **Reservation Update** message. This makes it possible for a malicious client to make use of all of the available bandwidth for a bandwidth managed WAN link. It is recommended that a [**server**](#gt_434b0234-e970-4e8c-bdfa-e16a30d96703) have a configurable parameter that specifies the maximum reservation bandwidth amount that a client can reserve in a single **Reservation Commit** or **Reservation Update** message.

## Index of Security Parameters

None.

# Appendix A: Product Behavior

The information in this specification is applicable to the following Microsoft products or supplemental software. References to product versions include updates to those products.

* Microsoft Lync Server 2010
* Microsoft Lync Server 2013
* Microsoft Lync 2010
* Microsoft Lync Client 2013/Skype for Business
* Microsoft Skype for Business 2016
* Microsoft Skype for Business Server 2015
* Microsoft Skype for Business 2019
* Microsoft Skype for Business Server 2019
* Microsoft Skype for Business 2021

Exceptions, if any, are noted in this section. If an update version, service pack or Knowledge Base (KB) number appears with a product name, the behavior changed in that update. The new behavior also applies to subsequent updates unless otherwise specified. If a product edition appears with the product version, behavior is different in that product edition.

Unless otherwise specified, any statement of optional behavior in this specification that is prescribed using the terms "SHOULD" or "SHOULD NOT" implies product behavior in accordance with the SHOULD or SHOULD NOT prescription. Unless otherwise specified, the term "MAY" implies that the product does not follow the prescription.

[<1> Section 2.2.4](#Appendix_A_Target_1): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<2> Section 2.2.4](#Appendix_A_Target_2): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<3> Section 2.2.4](#Appendix_A_Target_3): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<4> Section 2.2.4](#Appendix_A_Target_4): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<5> Section 2.2.5](#Appendix_A_Target_5): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<6> Section 2.2.5](#Appendix_A_Target_6): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<7> Section 2.2.5](#Appendix_A_Target_7): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<8> Section 2.2.5](#Appendix_A_Target_8): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<9> Section 2.2.6](#Appendix_A_Target_9): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<10> Section 2.2.6](#Appendix_A_Target_10): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<11> Section 2.2.6](#Appendix_A_Target_11): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<12> Section 2.2.6](#Appendix_A_Target_12): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<13> Section 2.2.7](#Appendix_A_Target_13): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<14> Section 2.2.7](#Appendix_A_Target_14): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<15> Section 2.2.7](#Appendix_A_Target_15): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

[<16> Section 2.2.7](#Appendix_A_Target_16): Lync Server 2010, Lync 2010: IPv6 addresses are not supported.

# Change Tracking

This section identifies changes that were made to this document since the last release. Changes are classified as Major, Minor, or None.

The revision class **Major** means that the technical content in the document was significantly revised. Major changes affect protocol interoperability or implementation. Examples of major changes are:

* A document revision that incorporates changes to interoperability requirements.
* A document revision that captures changes to protocol functionality.

The revision class **Minor** means that the meaning of the technical content was clarified. Minor changes do not affect protocol interoperability or implementation. Examples of minor changes are updates to clarify ambiguity at the sentence, paragraph, or table level.
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